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Abstract. This paper addresses the performance evaluation of a het-
erogeneous distributed computing environment (Desktop Grid) for large-
scale molecular docking and scoring. At the initial stage of a distributed
computing project based on a Desktop Grid, the set of computational
nodes is dynamically growing. With peculiarities of Desktop Grids such
as heterogeneity and unreliability of the nodes, this factor imposes diffi-
culties on the task scheduling and algorithm scaling. We analyze a Desk-
top Grid performance, propose the efficiency metrics for this stage and
provide statistics and analysis of the initial stage of a volunteer comput-
ing project named SiDock@home that is performing large-scale in silico
medicinal chemistry experiments.

Keywords: Distributed computing · Volunteer computing · Desktop
Grid · Task scheduling · BOINC · Virtual screening · Molecular docking.

1 Introduction

Desktop Grids are an essential tool for performing computationally-demanding
scientific research. They combine non-dedicated geographically distributed com-
puting resources (typically, desktop computers) connected to the central server
by the Internet or a local access network. The nodes perform computations for
the Desktop Grid in their idle time. The resources are usually provided either
by the volunteer community or by individuals or organizations related to the
performed research. Many of the world’s leading research institutions run large-
scale computational projects based on Desktop Grids (Washington University:
Rosetta@home [18], Folding@home [21]; CERN: LHC@home [14]; University of
Oxford: Climateprediction.net [5], and many others).
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Unlike computational clusters and supercomputers, Desktop Grids are devoid
of characteristics such as the high-speed interconnection between computational
nodes, homogeneity, reliability, and availability of nodes during defined periods
of time. These disadvantages restrict the class of computational problems that
one can solve on Desktop Grids to the type of bag-of-tasks problems.

Nonetheless, Desktop Grids serve as an affordable, quickly deployable tool for
solving urgent large-scale computational problems. An essential feature of the
Desktop Grid technology is the ability to attract a large number of inexpensive
computing resources for a temporary or long-term mission, providing a quick
response to emerging scientific problems.

A recent example of employing Desktop Grids at the very early stages of
solving urgent scientific problems is the fight against novel coronavirus disease
at the beginning of 2020. The structure of the key SARS-CoV-2 spike protein
(Sprot; key role in pathogenesis) was accurately predicted by the Rosetta@home
project [15] several weeks before its description using cryo-electron microscopy [23].

Such an outrunning work allowed to speed up the research process that many
academic groups performed those days: design of novel vaccines and antiviral
drugs. The project also works on protein research in connection with other dis-
eases and provides a web interface for submitting own jobs related to the drug
search. It allows different scientists to employ computational resources for a total
of 644 teraflops (as measured by the BOINC platform, [2]).

The Folding@home project is also carrying out the development of an antivi-
ral agent against SARS-CoV-2. In early 2020, more than 700,000 new partici-
pants joined the project to find a coronavirus cure. As a result, the performance
of Folding@home exceeded 2.4 exaflops, which made the project the first world’s
exascale system, more powerful than the Top500 supercomputers altogether [12].

The World Community Grid, another large-scale volunteer computing project,
has also joined the search for a cure against the coronavirus. Apart from that,
the project searches for cures against AIDS, cancer, malaria and other diseases.
Scientific results to date include important advances in cancer treatment as well
as non-medical discoveries. The computing resources of the project are about
565 teraflops [3].

It is natural that existing supercomputers have also been employed to fight
against SARS-CoV-2 from the very early stages COVID-19 pandemic onset
(see, e.g., [4] for a detailed overview). There are nation-wide and cross-nation
research initiatives that provide scientists with supercomputer resources. To
name a few, there is the world’s leading supercomputer as of TOP-500 Fugaku
(Japan), the COVID-19 High-Performance Computing Consortium (USA), the
Exscalate4CoV project (EU), the Good Hope Net project (international), the
ARCHER National Supercomputing Service (UK) and many others.

There have been, as well, supercomputers from non-scientific fields of appli-
cations that provided their resources to research projects. For instance, the La
Liga football association (Spain) and Petrobras oil company (Brazil) directed
parts of their supercomputers’ capacities to the Folding@home project.
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However, not every computationally-intensive problem is well designed for
a supercomputing environment. The problems of bag-of-tasks type do not, as
a rule, utilize the high-speed interconnection of supercomputer nodes. It causes
under-utilization of supercomputer resources. At the same time, the resources
are shared among multiple intensively computational applications. Setting and
maintaining a supercomputer implies high costs. For these reasons, research
groups (especially of a small/medium size) typically do not have immediate, on-
demand access to supercomputing resources. Desktop Grid systems serve as a
computational tool that can complement and when needed, substitute traditional
high-performance systems.

When planning and organizing the workflow, time and budget of a research
project, one needs to evaluate available computational resources. In the case
of Desktop Grids, this evaluation is additionally complicated by such intrin-
sic features of Desktop Grids as heterogeneity and irregular availability of the
computing nodes. In this paper, we aim to summarise and discuss the essential
performance characteristics of a Desktop Grid on an example of a computational
problem of large-scale molecular docking.

The remainder of the paper has the following structure. Section 2 introduces
the BOINC middleware for Desktop Grids. In Section 3, we describe the drug
discovery project COVID.SI. In Section 4, we report on the creation and first
months of a BOINC-based extension of COVID.SI: SiDock@home. In Section 5,
we analyze and discuss performance metrics. In Section 6, we provide directions
for future work. Finally, Section 7 concludes the paper.

2 BOINC middleware

To organise and manage Desktop Grid-based distributed computations, a num-
ber of software platforms are used. The most popular platform among them is
BOINC (Berkeley Open Infrastructure for Desktop Computing) [1]. Among the
157 active largest projects on volunteer computing, 89 are based on BOINC [10];
that is, BOINC can be considered a de-facto standard for the operation of vol-
unteer computing projects. The BOINC platform is an actively developing Open
Source software and provides rich functionality.

BOINC has a server-client architecture. The server generates a large num-
ber of tasks that are mutually independent parts of a computationally-intensive
problem. When a client computer is idle, it requests work from the server, re-
ceives tasks, and independently processes them. Upon finishing, it reports results
back to the server. The results are then stored in the database for further usage.

The owners of BOINC client computers independently determine their con-
tribution to the computing process: the amount of resources provided and the
time of their availability. Thus, they create uncertainty in the project’s opera-
tion, particularly in the estimation of the project’s performance. To unify the
client computers and to optimise work distribution, BOINC implements a Whet-
stone benchmark [9]. It estimates the peak performance of a host basing on a
set of floating-point operations. This benchmark considers only CPU capacity
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and does not address the usage of disc, memory and other resources that a task
may require. However, this basic estimate allows to roughly measure how many
flops could have been done in a task runtime at a specified host and distribute
new tasks accordingly.

3 The citizen science project COVID.SI

Since the beginning of the COVID-19 pandemics in late 2019-early 2020, many
new and existing citizen science projects have attracted the public’s attention
at analyzing viral life-cycle and working on potential therapeutic targets. They
have been based on well-established scientific methods and libraries, as well as
novel and experimental ones. Due to the world-wide character of the COVID-19
pandemic and the public’s high interest in citizen science, such projects gath-
ered large amounts of traction and computational resources. It helped many
research teams boost their research, developing drugs and vaccines, sharing the
results with the scientific community and broadening the fundamental scientific
disciplines.

In March 2020, a Slovenian research group led by Dr. Črtomir Podlipnik and
Dr. Marko Jukić initiated a citizen science project “Citizen science and the fight
against the coronavirus” (COVID.SI) [13] in the field of drug design and medic-
inal chemistry. The project is aimed at drug discovery, and first of all, against
coronavirus infection, using highthroughput virtual screening (HTVS) [16]. To
achieve the goal, the authors performed molecular docking using a library of ten
million of small molecules against multiple potential therapeutic targets.

At the initial stage of the project, molecular docking was performed using
an open-source software RxDock [19]. Later, the authors’ team implemented an
independent fork CmDock [7], aimed at the open-science approach, utilisation of
graphics processing units (GPU) and introduction of modern docking analysis
tools as well as improved docking algorithms.

The problem of the target-based virtual drug screening consists of a large
number of mutually independent computational tasks (subsets of small molecules
to study against the specified target), has the bag-of-tasks type and can be
efficiently implemented in a Desktop Grid environment. At the same time, the
scale of the proposed solution requires a significant amount of computational
resources. These factors together made volunteer computing an efficient tool for
the project like COVID.SI.

In the first stage of the project development, the authors implemented an
original middleware for volunteer computing. Following the call for joining the
computations, volunteers provided about 400 computers in the following ten
months, and all together, they finished more than 60 projects; in other words,
they performed 600 million independent docking experiments.

The workflow was established, the optimal docking parameters were calcu-
lated, and the first results were obtained and analyzed. Basing on the first re-
sults, the authors estimated the project’s performance as more than a year to
screen the new one billion library against one target, multiple-fold longer than
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desired for an efficient drug discovery process aimed at biological evaluation of
hit compounds. To complement and scale the available computational resources,
we created a new SiDock@home, the BOINC-based extension of COVID.SI that
organically grew into a sizable, independent and competent research project for
general drug design. In the next section, we describe the project setup in more
detail.

4 The project SiDock@home

The project SiDock@home [20] was created based on the BOINC middleware.
The project’s server part was deployed in an Ubuntu 18.04 LTS-based machine
under system configuration of 2 Xeon 6140 cores, 8 Gb RAM, 32 Gb SSD and 512
Gb HDD. The molecular docking application CmDock [7] was adapted for exe-
cution in the BOINC environment using the wrapper program [24] for Windows,
Linux and MacOS 64-bit operating systems.

The project was announced to the public on October 23, 2020. Since its begin-
ning, the project has attracted the interest of the BOINC volunteer community.
Consequently, in the testing phase of two months, 240 participants joined the
project and provided the computational resources of more than 500 computers.
Such a capacity allowed us to perform virtual screening (VS) on a part of the
library, to elaborate on the optimal parameters of task distribution and results
processing, and to evaluate the developed CmDock software in a heterogeneous
distributed environment.

The project’s workflow is constituted of mutually independent tasks, each
of which performs molecular docking of 2 000 (this parameter can be tuned
depending on the target) small molecules to a specified target. Such a division
of the small molecules library allows us to have an average runtime of about 1-2
hours on a desktop computer, which follows the common practice of volunteer
computing.

Input data of a task contains a package of small molecule models. Output
data contains the docking results and the docking log. The latter is used to
validate the results automatically and achieve a quorum. Basing on the results
of the testing phase, we set the initial replication level to two instances of a task
and the quorum to two results.

Such a setup allowed us to perform HTVS on the complete initial library
for four targets in five months. In the next section, we discuss the performance
metrics obtained based on gathered statistics of project operation.

5 Performance metrics of a Desktop Grid

5.1 Performance bounds

First of all, let us estimate the performance bounds of the considered Desktop
Grid. Knowledge of performance bounds allows one to plan the server’s capacity
accordingly and evaluate the workflow scale for the next period of time. A deeper
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analysis of the performance bounds dynamics may allow detecting irregularities
in the development of the Desktop Grid, such as, for instance, an unusually high
number of technical errors when attaching new computers.

In this work, we consider a combination of the four variants of the perfor-
mance upper bound of the Desktop Grid:

1. Preg, peak performance of all computers registered in the project up to the
moment. This value is gradually increasing and reflects the total initial in-
terest of the community in the project. More specifically, this characteristic
allows us to estimate how efficient would the Desktop Grid be if every com-
puter remained active and devoted to the project at its full capacity.

2. Pcredit, peak performance of the computers registered in the project and
awarded with any positive amount of BOINC credit. This value is strongly
connected with Preg, but restricts the summation to only those comput-
ers that have successfully completed at least one task of the project. The
difference between the two values represents the amount of registered com-
putational resources that could not be used for the project, most probably
because of technical problems.

3. Pactive, peak performance of the computers currently active and awarded
with any positive amount of BOINC credit. This value apparently does not
exceed Pcredit and can increase or decrease in different periods of time. It
reflects the total current interest of the community in the project.

4. Pavail, peak performance actually available to BOINC tasks of the project,
taking into account availability periods of the computers and the user-
imposed restrictions on resources usage by BOINC. Together with Pactive,
this value indicates the amount of computational resources the participants
devote to the project. Overall, Pavail is the smallest value among the four and
can be considered as the performance upper bound when planning workflow
at a short distance.

To calculate the bounds values, we use the following host characteristics
calculated by the BOINC middleware and stored in a database:

– create time: timestamp of the moment the host registered to the project;
– rpc time: timestamp of the last RPC of the host to the server;
– total credit: the total BOINC credit earned by the host;
– on frac: the fraction of total time the host runs the BOINC client;
– active frac: of the time the host runs the BOINC client, the fraction it is

enabled to use CPU;
– p ncpus: the number of available CPU cores;
– p fpops: estimate peak performance of a single CPU core, flops.

Note that the value p ncpus can be edited by the host’s owner. In practice,
it is usually done to increase the number of received tasks. To estimate the
performance bounds, we adjusted the apparent outliers. Specifically, we did not
consider hosts with p ncpus ≥ 1000 and manually corrected several values of
typical configuration computers. The value p fpops is estimated by the BOINC
benchmark.
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Let H be the set of database entries of all project’s hosts. For each h ∈ H,
let us denote h.field the corresponding value of the field at entry h. I(x) is the
indicator of an event x. Using the listed database fields, one can calculate the
average performance at any specified interval of time [t, t+ 1] as follows:

Preg(t) =
∑
h∈H

h.p ncpus · h.p fpops · I(h.create time ≤ t) (1)

Pcredit(t) =
∑
h∈H

h.p ncpus · h.p fpops·

· I(h.create time ≤ t) · I(h.total credit > 0) (2)

Pactive(t) =
∑
h∈H

h.p ncpus · h.p fpops·

· I(h.create time ≤ t) · I(h.total credit > 0) · I(h.rpc time ≥ t+ 1) (3)

Pavail(t) =
∑
h∈H

h.p ncpus · h.p fpops·

· I(h.create time ≤ t) · I(h.total credit > 0) · I(h.rpc time ≥ t+ 1)·
· h.on frac · h.active frac (4)

We discretise the time interval of the project’s operation by days. In Fig. 1, we
provide dynamics of performance bounds during the testing phase of the project.
One can observe that, despite the community’s rising interest in the project, the
difference between potential and actual performance bounds gradually increases,
which means the rate of computers leaving the project also increases. According
to the practice of the project’s operation and discussions on the project’s website,
the most common reasons for that are technical issues preventing the client
computers from stable work on project’s tasks, and the temporary loss of interest
of the participants due to the testing character of the project’s first stage.

We present the entire dynamics of performance bounds of the project in
Fig. 2. The data shows that since the testing phase, the peak performance of
all registered computers has shifted from tens to hundred of teraflops. Two time
intervals of the fastest increase in Preg, in the beginning of February 2021 and
the middle of March 2021, correspond to the two competitions organized by the
BOINC community. However, the increase in Pcredit was smoother. Pactive and
Pavail increased only by a factor of two.

5.2 Load of a Desktop Grid

While the previously discussed peak performance is a theoretical estimate, it is
also important to evaluate the actual performance attained by the project. In
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Fig. 1. Performance dynamics of the project’s Desktop Grid in the testing phase.

Fig. 2. Performance dynamics of the project’s Desktop Grid in 5.5 months.

this subsection, we consider the actual load of the Desktop Grid by the project’s
task runtimes on host computers.

Given a BOINC task τ , let L be the estimated load this task imposed on a
host computer. We propose to calculate it using the following result character-
istics calculated by the BOINC middleware and stored in a database:

– received time: timestamp of the moment the result was received by the
server. We use it to discretise the workflow by days;

– elapsed time: actual time of the task execution on the host computer;
– flops estimate: estimated peak flops of the host computer.

The total load BOINC tasks imposed in a day t can be calculated as

L(t) =
∑
τ

τ.elapsed time

86 400
· τ.flops estimate. (5)

In Fig. 3, we provide the load dynamics of the project’s Desktop Grid in
comparison with the performance bounds obtained in the previous subsection.
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We observe that the actual load varies in between 10–40% of the theoretical peak
performance of active computers. This is partly explained by the background
character of the Desktop Grid computations that, by definition, use only idle
time of a computer. The value is also influenced by the presence of other BOINC
projects at a host computer. Finally, the positivity of the load value corresponds
to the normal operation of the Desktop Grid, while periods of zero value indicate
the pauses in the server work or a temporary absence of tasks.

Fig. 3. Load dynamics of the project’s Desktop Grid.

5.3 Number of active threads in a Desktop Grid

The project’s performance can also be estimated in terms of active threads: the
amount of work in CPU days per day of a Desktop Grid operation. The estimated
number of active threads in a day t can be calculated as

T (t) =
∑
τ

τ.elapsed time

86 400
. (6)

In general, the actual performance strongly depends on the specifics of the
solved computationally-intensive problem. For this reason, it is complicated to
compare Desktop Grids and traditional high-performance computing systems.
However, the number of active threads allows us to find the first approximation
of a Desktop Grid’s scale.

Fig. 4 presents the dynamics of T (t). The average number of active threads
during non-zero workload periods is 3 766, comparable with supercomputers in
the last 10% of Top-50 supercomputers of Russia and CIS [22]. The practice has
shown that for short periods of high load, such as BOINC competitions, T (t)
value reaches 18 208, comparable with a significantly more powerful supercom-
puter available to us on demand.
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Fig. 4. Dynamics of the number of active threads.

5.4 Credit-awarded work of a Desktop Grid

In the previous subsections, we considered the Desktop Grid’s total load imposed
by all tasks with a positive runtime. However, some of the tasks end up with
errors of different types or may not be needed because, at the moment of their
return to the server, the quorum has been already met. Now, let us consider only
the tasks with a positive credit, or, in other words, the tasks that performed
efficient work according to the logic of the solved problem.

BOINC maintains the record of the performed work in the form of credit [8]
which, in the most common case, is calculated as follows. Each host h ∈ H
is assigned a value ah, a peak performance of its CPU flops, estimated with an
internal BOINC benchmark. When a task τ has been executed on host h, BOINC
registers the elapsed time Thτ . The amount of credit the host would get for the
task is Chτ = Thτ · ah · CS. If the result passes a validity check on the server
and the quorum has been met, the host is awarded Chτ (or an appropriately
adjusted value if quorum exceeds 1).

Here, CS = 200
86 400 × 109 (a Cobblestone) is a constant unifying the effec-

tive work of heterogeneous computers with a reference one that would do one
gigaflop/s based on the Whetstone benchmark and receive 200 credits a day.

To compare the scale of the Desktop Grid with traditional high-performance
systems, one may need to adapt an existing benchmark such as LINPACK [11].
Let us illustrate a variant of such adaptation on an example of a sample desktop
computer available 24/7, AMD Ryzen 9 3900X 12-Core Processor, earning 22 500
BOINC credits a day and producing 500 gigaflops/s according to the LINPACK
benchmark.

In Fig. 5, we provide the dynamics of the total credit-awarded work of the
project SiDock@home in teraflops estimated by the internal BOINC benchmark
and by the LINPACK benchmark of the sample computer. Again, as in Subsec-
tion 5.3, the average performance of the considered Desktop Grid is comparable
with the 10% tail of Top-50 supercomputers of Russia and CIS.
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Fig. 5. Credit-awarded work dynamics of the project’s Desktop Grid.

We observe that the performance estimates by the two benchmarks differ
several-fold. Additional work is required to appropriately adapt the LINPACK
benchmark for evaluating the performance of a Desktop Grid in comparison with
supercomputers.

6 Future work

In the future, we aim to work on the research of Desktop Grids’ performance in
three main directions.

Firstly, we will develop and implement a prognosis system for a Desktop
Grid. Such a system will estimate the time to complete the project or a separate
computational experiment considering the performance dynamics. A possible
application of such a prognosis is the long-term planning of research.

Secondly, we will develop new methods for optimising a Desktop Grid utility,
targeting the fastest discovery of practically valuable results such as, for example,
chemically diverse hits of virtual screening [17].

Thirdly, we will implement the developed methods in the long-running drug
discovery project SiDock@home to increase its utility. We will also share the
results in the form of open-source software.

7 Conclusion

In general, it is complicated to compare Desktop Grids and traditional high-
performance computing systems. The actual performance of any system strongly
depends on the specifics of the solved computationally-intensive problem; more-
over, Desktop Grids’ peculiar features impose additional difficulties. In this work,
we propose several performance metrics for Desktop Grids. We formalize them
for a BOINC-based volunteer computing project, illustrate them on the statistics
of the project SiDock@home and discuss their practical application scope.
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The results show that the actual efficient load of a Desktop Grid of a volunteer
computing project is several-fold lower than its potential performance. It is partly
explained by the background character of the Desktop Grid computations, but
yet leaves open the problem of optimizing the workload.

The performance bounds based on BOINC benchmarks represent the relative
scale of the BOINC project among the others regarding community involvement
and theoretical peak performance. Such metrics may be helpful when planning
the further development of a project. For instance, one may decide between
joining an existing umbrella project or running a separate one, extending the
server hardware base, targeting new client platforms or processor types.

The proposed metrics can be used for a detailed investigation of the perfor-
mance and efficiency of a Desktop Grid. We have discussed the possible appli-
cations of the metrics in a Desktop Grid-based project of any scale.

Analysis of the Desktop Grid-based project SiDock@home has shown the
applicability of the proposed metrics and their combinations for quantitative
and qualitative conclusions about the project’s performance.
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